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Q2: Re-thinking on-chip communication
! Interconnections become dominant in DSM era

! Buses are not really scalable and consume too much power!

! Regularized, tile-based Network-on-Chip (NOC) architecture
! Very good for predictable and affordable designs 
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An old story about bridges

Big idea: Think Network = Think graphs
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�and a party example

Big idea: Think random graphs
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Q5: Inject Randomness into communication
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A random universe

Big idea: Ambiguity about structure 
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Big idea: System-level fault-tolerance is needed

Q6: Types of uncertainties we have to deal w/
Q3: Is this really a problem? 
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Q4: How much Fault-Tolerance is needed?
Stochastic Communication � with faults
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A simple  MS example

∫ ∑
=















 −+

⋅≈
+

=
1

0 1
22

1
2
11

41
1

4 n

i

n
i

n
dx

x
π

P0 P1

�

Master

Slaves

Pn

M

P1 P2

P3

P4 P5

P6 P7

P9P8

10

Fault-Tolerance

! Tile failures vs. data upsets
! Tile failures

" Little impact on latency
" Will cause communication to fail

! Data upsets
" Bigger impact on latency
" Will not cause communication to fail 

(except when ≈ 100%)
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Summary
! Yes, we need a paradigm shift to properly 

address faults and design  uncertainty
! Move from deterministic to probabilistic 

design
! Route packets instead of wires. Exploit 

regularity
! Fault-tolerance

" On-chip stochastic communication: a 
fundamentally new perspective on 
communication mechanisms for regular 
architectures 

# Affordable, scalable, and fault-tolerant 
communication scheme that can easily 
integrate synchronous and asynchronous 
domains 

# Low manufacturing, testing and design 
costs

# Low latency (since it does not require 
costly retransmissions) and high flexibility 

! Wide open area for research!
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Thank you!
More info: www.ece.cmu.edu/~sld


